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Abstract

There is considerable evidence from around the world to support the idea that access to formal financial services is a key factor towards achieving poverty alleviation. The government of Indonesia has placed high importance on the issue of improved access to financial services and one feels that it would be appropriate to begin the process of analyzing effective financial inclusion initiatives with the existing Bank Perkreditan Rakyat (BPR) system. BPRs have long been an integral part of Indonesia's financial, economic, and social development. This research is focused on BPRs in West Java. In this research, the writer evaluates BPR performance within twenty-five districts in West Java, by measuring the technical efficiency levels of the BPRs through employing the Stochastic Frontier Approach (SFA). The district that has the highest BPR average inefficiency score is Bandung city and the district with the lowest average BPR inefficiency score is the district of Ciamis. Increases in bank concentration (indicated by the Hirschman-Herfindahl Index) and income per capita are shown to decrease BPR inefficiency levels. Increases in the percentage of the population under the poverty line, the percentage of the labor force with a high school education, the percentage of road length per area, and the amount of bank offices per district, increase the inefficiency levels of BPRs. Overall, it is found that BPRs cannot operate efficiently in areas which are too underdeveloped; neither can they operate efficiently in areas which are too well developed.
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1. Introduction

There is considerable evidence from around the world to support the idea that access to formal
financial services is a key factor towards achieving poverty alleviation. With reference to Indonesia, Yoko Doi (2010), a financial specialist at the World Bank in Jakarta, said 'The G20 recently stressed the importance of financial inclusion and Indonesia, as a member of the G20, has an opportunity to lead the world in demonstrating how financial inclusion can change millions of lives'.

Boudreaux & Cowen (2008) state that, through microcredit operations, the world’s poor could have easy access to loans and many other financial services, thus enabling them to take control and have power over their own lives. Micro-finance institutions would give their borrowers, who are mostly people with incomes under the poverty line, the experience of being trusted and valued by a formal institution. By empowerment through availability of credit services, the poor would go from being invisible actors in the economy to being included as valuable economic agents of their countries.

The concept of microfinance is not new to Indonesia, but is in fact, a part of life in this country. Indonesia’s history of rural finance institutions dates back to the 19th century when the early Volksbank (People’s Bank) and Afdeelinksbank (District Bank) were introduced by the Dutch colonial administration. After independence, different kinds of rural financial institutions continued and many new ones were developed – rural banks, village banks, market banks, people’s banks etc. (Robinson 2002). Such banks were known as Bank Perkreditan Rakyat (People’s Credit Bank or BPR).

As we can see from this brief historical survey, the BPRs have long been an integral part of Indonesia’s financial, economic, and social development. The government of Indonesia has placed high importance on the issue of improved access to financial services and one feels that it would be appropriate to begin this process with the existing BPR system (World Bank 2010). By fine-tuning the BPRs we would also be honouring the legacy of our forefathers.

Surveys conducted by the World Bank show the latest statistics (2009) on the share of the Indonesian population with formal financial access. This is expressed in Figure 1.

In Indonesia, those who have access to formal financial services represent approximately half of the population. As we can see from Figure 1, Indonesia’s position is better than countries such as China, Pakistan, the Philippines and Bangladesh. However, countries such as Sri Lanka, Thailand, and Malaysia, are clearly in a better position. This data shows that Indonesia still needs much improvement.

When we look at Figures 2 and 3, with regard to Savers’ Financial Inclusion and Borrowers’ Financial Inclusion, we see that there is great potential for development in the area of improved financial access for Indonesia’s population. Figure 2 shows that less than half of Indonesians save at banks. Excluding savers within ‘other formal institutions’ and ‘informal institutions’, 32% of potential savers are still ‘financially excluded’. Figure 3 below shows that only 17% of Indonesians borrow from banks. Excluding the population using services from ‘semi-formal’ and ‘informal’ credit options, approximately 40% of the population is completely ‘financially excluded’ from credit (Nenova, Niang, & Ahmad 2009).

Following this brief overview of financial inclusion within Indonesia, we will now turn to West Java and the reasons for choosing this particular province as the focus of the writer’s research.

West Java is the province in which, Indonesia’s capital city of Jakarta, is situated. This may result in spillovers from the capital city, particularly in relation to banking activities in West Java; i.e. there will be areas in West Java where there is likely to be an active banking system that could be of value for the writer’s research. Other than this, there exists a significant dichotomy between low income and high-income districts in West Java. This may provide a useful reflection of the overall situation in Indonesia, a nation where the gap between low and high-income citizens is clearly evident. Other supporting arguments for choosing West Java are presented below.

From the recent Central Bureau of Statistics (Badan Pusat Statistik, BPS) 2010 survey, we find that 57.48% of Indonesia’s total population lives in Java and that 31.5% of the population in Java lives in West Java. More specifically, 18.12% of Indonesia’s total population live in West Java. From these statistics, we can see that nearly 20% (one fifth) of Indonesia’s vast population of nearly 230 million people in 2010 is concentrated in the province of West Java.

Regarding statistics on poverty levels, in 2010, we
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find that 55.83% of the Indonesian population under the poverty line live in Java and specifically, 15.39% of the total population under the poverty line in Indonesia live in West Java. This seems ironic, as West Java is a relatively small area when compared to the vastness of Indonesia, with West Java covering only 1.83% of Indonesia’s total area1.

Although these statistics paint a bleak picture of the composition of the population in Indonesia, specifically West Java, perhaps this situation can be seen as an opportunity for the BPRs; the people of West Java clearly need the services provided by the BPRs.

It is precisely because of the population density in the province of West Java that the writer has chosen it for the focus of this research. With limited time and resources, the writer has chosen West Java as a starting point and hopes that further research on other provinces of Indonesia will develop out of this initial research project.

The BPRs and other small financial institutions offer great potential and promise to borrowers and savers in the near- to medium-term. These types of institutions are often on the frontline of the delivery of financial services to medium small enterprises and to poorer households, including those in very remote parts of Indonesia.

BPRs play an important role in providing access to financial services for lower income clients. In recent years, much progress has been made in consolidating information on the role of BPRs. However, a great deal still needs to be done to improve the operation of these institutions. It is with this in mind that the writer of this paper seeks to examine the factors effecting the efficiency of BPR operations and how best to make improvements.

When we look at a firm or an organization, private or public, we are often interested to know how well it is doing. One of the ways of evaluating the performance of a firm or productive entity is through benchmarking, the systematic comparison of the performance of one firm against other firms which transform the same type of resources to the same type of products and services (Coelli et al. 2005). The term ‘production entities’ can refer to firms, organizations, industries, projects, decision-making units, individuals, or in the case of this research, banks (BPRs).

Benchmarking can be used to make longitudinal, panel, or dynamic comparisons, where the performance of one or more firms in different time periods can be compared. It is a method that is particularly appropriate for the writer’s research, as comparisons of BPR performance within districts of West Java and within the time period of 2006 to 2010 form the main body of the research on BPR efficiency levels in the said province.

The benchmarking method that will be used in this research is the Stochastic Frontier Approach (SFA). By employing the SFA, the writer will be able to find individual BPR inefficiency scores and compare them to each other. Inefficiency measures are indicators of success by which the performance of individual BPR branches and the program of the BPR as a whole can be evaluated.

Farrell (1957) proposed that the efficiency of a firm consists of two components: ‘technical efficiency’, which reflects the ability of a firm to obtain maximal output from a given set of inputs, and ‘allocative efficiency’, which reflects the ability of a firm to use the inputs in optimal proportions, given their respective prices and the production technology. In this research, the writer will choose to measure technical efficiency, because the focus of the research is to analyse internal managerial decisions made by BPRs. Allocative efficiency measures the effects of external macroeconomic factors and regulations that affect BPR production decisions and the availability of inputs to the BPRs. The writer wishes to focus on the micro aspects of BPR operations, as opposed to macro concerns, and the measure of technical efficiency serves this purpose. Technical efficiency level comparisons of BPRs in West Java will be of considerable interest to economists and politicians since the development of productivity and the inducement of cost-efficiency are key factors in bringing about welfare improvements.

It is hoped that the results of this paper will enable us to determine which factors are important in improving the efficiency of such financial institutions, and under what conditions such institutions are sustainable. The information obtained from this study can be used to aid bank managers, government regulators, and investors. Policy makers may draw conclusions about how to make inefficient institutions economically viable.

---

1Indonesia’s total area comprises 1,890,754 km2 and of that West Java accounts for 34,597 km2 (Central Bureau of Statistics 2005)
Through analysing the BPR’s cost function and technical inefficiency levels, the writer hopes to shed light on the areas which the government can learn from and support. If not providing funds, the government could implement policies to protect and promote the livelihood of the BPRs. Ultimately, it is hoped that this cost efficiency analysis of BPRs as micro-finance institutions, will lead to significant policy implications and towards government and organizational support.

The next section, Section 2, of this paper will cover the data and methodology used within this research. Section 3 will then discuss the results of the analysis. The fourth and final section will conclude with a summary of the regression results, policy recommendations and a sub-section on the limitations of this research.

2. Method

2.1. Data

This research will analyse quarterly data on financial statements from a sample of 93 BPRs in West Java, which are reported to the Bank of Indonesia and are available on the Bank of Indonesia website. The analysis will be conducted for the period of 2006–2010. West Java environmental data will be taken from various reports made available by the Indonesian Central Bureau of Statistics (Badan Pusat Statistik, BPS).

In this research, the intermediation approach will be used to represent banking activities and to determine bank inputs and outputs. In the intermediation approach, outputs are considered as ‘banking activities that produce a flow of banking services connected to labour or physical capital expenditure’ (Fries & Taci 2005, p. 55-81). Elyasiani & Mehdian (1990) argue that the intermediation approach is more inclusive of total banking costs because the interest expenses associated with deposits are not excluded.

With the considerations above in mind, the writer uses the sum of non-operational expenses and operational expenses (including interest expenses) as total costs, and total credit disbursed by the BPRs, as the output resulting from BPR intermediary activities.

Ideally, both labour and capital input prices should be considered in determining the total cost function of BPRs in West Java, but since bank-level data from financial reports of the BPRs does not include comprehensive data on the number of employees working in each bank, it is not possible to determine the price of labour employed by the BPRs in West Java. Therefore, the writer will use the ratio of personnel cost expenses to total assets, as the best available proxy of the price of labour. For the price of physical capital, the writer will use the ratio of other operating expenses to total assets, as a proxy. This proxy for the price of labour was also formerly used by Hasan & Marton (2003), Fries & Taci (2005), and Jiang & Zhang (2009) in their research papers on banks in transitional economies.

2.2. Methodology

The empirical analysis of this research will proceed in two steps. First, the writer will specify and estimate a composite error model. This model separates firm-specific effects, reflected by the one-sided error term ($U_{BPR}$), from random shocks and statistical noise, reflected by the symmetric error term ($V_{BPR}$), and permits the estimation of firm-specific deviations using the method of Aigner, Lovell, & Schmidt (1977), which was later perfected by Jondrow et al. (1982).

In the second step, the writer will evaluate the role of some non-discretionary observable inputs (for example, the total population and district income) by specifying an econometric model that regresses the inefficiency scores resulting from the cost frontier estimation in the first step of the analysis, onto a set of non-discretionary inputs or their proxies. By including non-discretionary variables in the second stage of the regression, the writer hopes to be able to somewhat parameterize policy factors effecting BPR technical efficiency levels.

2.2.1. The First Stage Model: Measuring Technical Inefficiency Scores

To measure the technical inefficiencies of individual BPR branches in West Java, the writer of this research will use the stochastic cost frontier, first developed by Aigner, Lovell, & Schmidt (1977), and Meuseen & Broeck (1977). The writer will calculate...
and measure inefficiency levels for each BPR in the sample. These technical inefficiency scores will then be used as dependent variables in the second step of the regression model in order to analyse the determinants of BPR inefficiency.

Following Aigner, Lovell & Schmidt (1977) and Meuseen & Broeck (1977), a firm's (in this research, a BPR's) observed total cost is modelled to deviate from the cost-efficient frontier due to random noise and possible inefficiency. For BPRs referred to in this research, the total cost function per bank can be written as,

\[ TC_{it} = f(Q_{it}, P_{jit}) + e_{it}, \text{ where } i, t = 1, \ldots, n \quad (1) \]

where:

- \( TC_{it} \): BPR \( i \)'s total costs at time \( t \),
- \( Q_{it} \): BPR \( i \)'s total output at time \( t \),
- \( P_{jit} \): the price of the input \( j \) used by BPR \( i \) in the production of the products or services at time \( t \),
- \( e_{it} \): a random disturbance term which allows the cost function to vary stochastically; it reflects uncertainty regarding the level of total costs that will be incurred for given levels of production, and is broken down into the following equation:

\[ e_{it} = V_{it} + U_{it} \quad (2) \]

where:

- \( V_{it} \): representing the random uncontrollable factors that affect the Total Cost of the BPRs (such as weather, luck, machine performance, and the economic or political business environment). These factors and their impact on costs are assumed to be independent of each other. They are identically distributed as normal variables and the value of the error term in the cost relationship is, on average, equal to zero (Hassan & Tufte 2001).
- \( U_{it} \): representing the BPR specific cost deviations which are due to factors that are controllable by the BPR management. Such factors include the quantity of labour, capital, or other inputs employed by the BPRs in their production process. Managerial controllable factors also include the amount of products and services that the BPRs have chosen to produce.

The writer uses a cost function, as opposed to a profit function because some of the BPRs included in this research recorded negative profits. This is of concern because negative profits would be problematic as the natural logarithms of the dependent and independent variables are needed for specification.

The Stochastic Cost Frontier model maintains that managerial or controllable inefficiencies only increase costs above the frontier or best practice levels, and that the random fluctuations or uncontrollable factors can either increase or decrease costs. Since uncontrollable factors are assumed to be symmetrically distributed, the frontier of the cost function, \( f(Q_{it}, P_{jit}) + e_{it} \), is clearly stochastic. Thus, the Stochastic Frontier Approach, incorporates a two-component error structure – one being a controllable factor and the other a random uncontrollable component.

All monetary variables have been deflated by their corresponding per month, per district CPI to the 2007 price levels, to control for inflation effects².

To estimate the error term in the cost function represented by Equation (2), and to calculate each BPR branch’s efficiency index, the writer estimates a stochastic frontier Cobb-Douglas cost function. Instead of choosing a more flexible functional form, the writer has chosen the Cobb-Douglas cost function because it is found to fit firm data from developing countries (Hassan & Tufte 2001). The simplicity of the Cobb-Douglas cost function that assumes Constant Returns to Scale production, rightly summarizes the characteristics of production within an organization in a developing country (Hassan & Tufte 2001).

### 2.2.1.1 Estimating the Stochastic Cost Frontier and BPR Technical Inefficiency Levels

BPR inefficiency scores will be estimated using the Stata 11 statistical program. To estimate the cost frontier of the BPRs according to the cost function expressed by Equation (1), the writer will use the \textit{xfrontier} statistical command. \textit{Xfrontier} can fit both production- and cost-frontier models (Stata Corp LP 2009). As previously stated, the writer will use

---

²Complete data on per district CPIs was only available for three major towns in West Java, these are, Bandung, Ciamis, and Tasikmalaya. In view of this, the writer arranged the other districts into three groups based on the proximity of each district or town in relation to Bandung, Ciamis and Tasikmalaya city.
the cost-frontier model to estimate BPR technical inefficiency levels.

To interpret the estimation results correctly for a stochastic frontier cost model, the natural logarithm transformation of the data must be performed before estimation (Hassan & Tufte 2001).

With this in mind, the BPR frontier cost model that fits the xfrontier estimation, based on Equation (1) in the previous section, is transformed into the cost equation below:

\[
\ln TC_{it} = \ln CREDIT_{it} + \ln P_{LABOR_{it}} + \ln P_{CAPITAL_{it}} + v_{it} - su_{it}, \quad (3)
\]

where:

\(TC_{it}\): BPR \(i\)'s total costs at time \(t\),

\(CREDIT_{it}\): BPR \(i\)'s total output (total credit disbursed) at time \(t\),

\(P_{LABOR_{it}}\): the price of labour used by BPR \(i\) in the production of the products or services at time \(t\),

\(P_{CAPITAL_{it}}\): the price of capital used by BPR \(i\) in the production of the products or services at time \(t\),

\(v_{it}\): the idiosyncratic error,

\(u_{it}\): the error caused by BPR inefficiencies.

The expected signs or relationships between the dependent variable (total BPR costs) and the independent variables (total credit disbursed, the price of labour, and the price of capital incurred by the BPRs) are presented in Table 1.

In the hypothesis Table 1, we can see that total BPR costs and expenses are expected to increase as the BPR increases its level of output, i.e. total credit disbursed. Increases in the price of labour and the price of capital are also expected to increase total BPR costs.

Frontier estimation using panel data allows for two different specifications of the inefficiency scores \((u_{it})\), the time-invariant and the time-variant decay model. In the empirical analysis of this paper, the writer will regress the panel cost function using the time-variant decay model specifications because the writer expects BPR managers to learn from experience and for their technical efficiency levels to improve over time (Coelli et al. 2005).

2.2.2. Second Step of the Regression: Estimating the Determinants of BPR Inefficiency Scores

In the second step of the empirical analysis, the relationship between BPR inefficiency scores and specific environmental characteristics (proxies of nondiscretionary variables effecting BPR inefficiency levels) where the BPRs operate, will be estimated using the following regression model:

\[
u_{it} = f(HHI, POV, SMA, HigherEd, PDRBpercapita, ROADperarea, BANKS) \quad (4)\]

where:

\(u_{it}\): estimated BPR inefficiency scores (derived from cost frontier regressions in the first step of the empirical analysis, in section 2.1.1),

\(HHI\): measure of BPR concentration,

\(POV\): percentage of the population under the poverty line per district or town,

\(SMA\): the percentage of the labour force with high school education per district or town,

\(HIGHERed\): the percentage of the labour force with a one year diploma, three year diploma and a university level of education per district or town (this variable represents the amount of the labour force with a higher education level),

\(PDRBpercapita\): the level of per capita district income,

\(ROADperarea\): the total length of roads divided by district area per district,

\(BANKS\): the total amount of bank offices per district.

In the second stage regression above, the right-hand variables are exogenous, and they test how market structure and economic conditions impact BPR inefficiency levels. The variables HHI, POV, SMA, HIGHERed, PDRBpercapita, and ROADperarea, are control variables, since these variables may affect the production technology and cost structure of BPR operations. A hypothesis table of the expected signs and relationships between the dependent variable (BPR inefficiency scores) and independent variables \((HHI, POV, SMA, HIGHERed, PDRBpercapita, and ROADperarea)\) in model 2.6 is presented below. Regression model 5.6 will be
### Table 1: Hypothesis Table for Variables in the First Stage Regression Model for the Determination of the BPRs Inefficiency Scores

<table>
<thead>
<tr>
<th>No</th>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
<th>Hypothesis</th>
<th>Expected Relationship</th>
</tr>
</thead>
</table>
| 1  | $TC_{it}$ | total BPR expenses or cost (dependent variable) | Bank Indonesia | $H_0$: Total Credit disbursed is insignificant in the BPR total cost function  
$H_a$: Total Credit disbursed is significant in the BPR total cost function.  
**Decision rule:**  
Reject $H_0$, if $p$-value $< \alpha$ | + |
| 2  | $CREDIT_{it}$ | Total Credit disbursed | Bank Indonesia | $H_0$: Price of labour is insignificant in the BPR total cost function  
$H_a$: Price of labour is significant in the BPR total cost function  
**Decision rule:**  
Reject $H_0$, if $p$-value $< \alpha$ | + |
| 3  | $P\_LABOR_{it}$ | Price of Labour (the ratio of personnel cost expenses to total assets) | Bank Indonesia | $H_0$: Price of capital is insignificant in the BPR total cost function  
$H_a$: Price of capital is significant in the BPR total cost function  
**Decision rule:**  
Reject $H_0$, if $p$-value $< \alpha$ | + |
| 4  | $P\_CAPITAL_{it}$ | Price of Capital (the ratio of total operating expenses minus personnel expenses and interest expenses to total assets) | Bank Indonesia | $H_0$: Price of capital is insignificant in the BPR total cost function  
$H_a$: Price of capital is significant in the BPR total cost function  
**Decision rule:**  
Reject $H_0$, if $p$-value $< \alpha$ | + |
### Table 2: Hypothesis Table for Variables in the Second Stage Regression Determining Factors that Affect BPRs Inefficiency Scores

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Description</th>
<th>Hypothesis</th>
<th>Expected Relationship of the independent variables with the dependent variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$u_{it}$</td>
<td>BPR inefficiency score (dependent variable).</td>
<td>$H_0$; BPR industry concentration is insignificant in the model of bank inefficiency</td>
<td>$H_a$; BPR industry concentration is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Measure of BPR industry concentration per district</td>
<td>$H_0$; percentage of population under the poverty line is insignificant in the model of bank inefficiency</td>
<td>$H_a$; percentage of population under the poverty line is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
<tr>
<td>2.</td>
<td>HHI</td>
<td>Percentage of population per district under the poverty line.</td>
<td>$H_0$; percentage of population under the poverty line is insignificant in the model of bank inefficiency</td>
<td>$H_a$; percentage of population under the poverty line is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
<tr>
<td>3.</td>
<td>POV</td>
<td>Percentage of total labor force with high school education level over total population.</td>
<td>$H_0$; Percentage of total labor force with high school education level over total population is insignificant in the model of bank inefficiency</td>
<td>$H_a$; Percentage of total labor force with high school education level over total population is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
<tr>
<td>4.</td>
<td>SMA</td>
<td>The percentage of the labor force with a one year diploma, three year diploma and a university level of education per district or town.</td>
<td>$H_0$; Percentage of total labor force with a higher education level over total population is insignificant in the model of bank inefficiency</td>
<td>$H_a$; Percentage of total labor force with a higher education level over total population is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>This variable represents the amount of the labor force with a higher education level.</td>
<td>$H_0$; Percentage of total labor force with a higher education level over total population is insignificant in the model of bank inefficiency</td>
<td>$H_a$; Percentage of total labor force with a higher education level over total population is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
<tr>
<td>5.</td>
<td>HIGHERed</td>
<td>Total per district per capita income per year.</td>
<td>$H_0$; Total per district per capita income per year is insignificant in the model of bank inefficiency</td>
<td>$H_a$; Total per district per capita income per year is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
<tr>
<td>6.</td>
<td>PDRBpercapita</td>
<td>Total road length per total district area.</td>
<td>$H_0$; Total road length per total district area is insignificant in the model of bank inefficiency</td>
<td>$H_a$; Total road length per total district area is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
<tr>
<td>7.</td>
<td>BANKS</td>
<td>Total number of bank offices per district per year.</td>
<td>$H_0$; Total number of bank offices per district per year is insignificant in the model of bank inefficiency</td>
<td>$H_a$; Total number of bank offices per district per year is significant in the model of bank inefficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source: BPS</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
<td>Decision rule: Reject $H_0$, if $p-value &lt; \alpha$</td>
</tr>
</tbody>
</table>
estimated using the Ordinary Least Square (OLS) method.

A significant HHI score within the regression is expected to result in lower inefficiency levels, as it indicates the presence of agglomeration benefits for the BPRs and that the BPRs take advantage of these agglomeration spillovers.

High poverty levels are expected to increase inefficiency as people under the poverty line are more prone to default on loans, thus increasing operational costs for the BPRs. The levels of education are expected to have negative coefficients, as the higher the level of education, the community is expected to be more financially literate. High district income, per capita district income, and district income growth are also expected to decrease inefficiency levels, as high district income stimulates economic activities that potentially need more services offered by the BPRs. High total road length per district area is also expected to decrease inefficiency, as the higher the availability of roads, the better access that the community has to BPR services.

According to research conducted by Berger & Hannan (1998), managerial negligence is generally evident in banks with higher degrees of market power. Therefore, banks operating in concentrated markets are expected to be less efficient than those operating in very competitive markets. With this in mind, the coefficient of the BANKS variable is expected to be negative; that is, the higher the number of bank offices per district, the higher the competition level, and the lower the inefficiency scores of the BPRs.

In the second stage regression, the right-hand variables are exogenous, and they test how market structure and economic conditions impact BPR inefficiency levels. The variables POP, HHI, POV, SMA, HIGHERed, PDRBpercapita, and ROADperarea, are control variables, since these variables may affect the production technology and cost structure of BPR operations.

3. Result and Analysis

3.1. First Stage Regression Results: Computing the BPR Inefficiency Scores

As stated in the sections before, the writer will use the Stochastic xfrontier estimation method in order to estimate the inefficiency scores of the BPRs included in this research. The writer will use the time-variant decay model in the determination of BPR inefficiency levels, with the assumption that BPR inefficiency levels will decline as managers and BPR practitioners learn from past experience.

From Table 3, we can see that the frontier regression model is overall significant, that is, the independent variables in the regression model are able to explain the behaviour of the dependent variable. This conclusion can be drawn because the estimated chi2 value is significant (prob-chi2< α, with α =0.05). From the p-values, we also know that all the independent variables do not have zero regression coefficients. From the frontier regression, we can then estimate the technical inefficiency scores of the BPRs included in this research.

Figure 4 present the mean value of the BPRs’ inefficiency scores per year. As we can see, BPR inefficiency scores decline slightly per year. This is expected, because the writer employed the time-variant decay model in the specification of the inefficiency scores.

From Figure 4, we can see that the BPRs’ mean technical efficiency values have steadily declined from 2006 until 2010.

Table 4 presents the mean value of the BPRs’ technical inefficiency scores per district. In Table 4, the red highlighted district, the district of Ciamis (code: 3207) shows the district with the lowest average inefficiency score; the district which on average has the most efficient BPRs. The orange highlighted district shows the district with the median mean value of technical inefficiency, which is the district of Sumedang (3211). The blue highlighted district, Bandung City (code: 3273), shows the district with the highest average inefficiency scores, thus is the district that on average has the most inefficient BPRs. These results indicate that BPRs in Ciamis are relatively more efficient when compared...
Table 3: *Xtfrontier* Regression Output for the Determination of BPR Inefficiency Scores

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>p-value</th>
<th>Hypothesis sign</th>
<th>Estimation Sign</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln CREDIT&lt;sub&gt;it&lt;/sub&gt;</td>
<td>0.9289265</td>
<td>0.0210334</td>
<td>0.000***</td>
<td>+</td>
<td>+</td>
<td>Significant and estimated sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>ln P_LABOR&lt;sub&gt;it&lt;/sub&gt;</td>
<td>0.4491585</td>
<td>0.0182656</td>
<td>0.000***</td>
<td>+</td>
<td>+</td>
<td>Significant and estimated sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>ln P_CAPITAL&lt;sub&gt;it&lt;/sub&gt;</td>
<td>0.4106768</td>
<td>0.0159549</td>
<td>0.000***</td>
<td>+</td>
<td>+</td>
<td>Significant and estimated sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>C</td>
<td>1.241358</td>
<td>0.1652587</td>
<td>0.000***</td>
<td>+</td>
<td></td>
<td>Significant and estimated sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>/mu</td>
<td>0.4498349</td>
<td>0.1353846</td>
<td>0.001***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/eta</td>
<td>0.0015096</td>
<td>0.0025822</td>
<td>0.559*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/lnsigma2</td>
<td>-1.927.935</td>
<td>0.1710835</td>
<td>0.000***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/lgtgamma</td>
<td>0.862668</td>
<td>0.2607455</td>
<td>0.011**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sigma2</td>
<td>0.1454482</td>
<td>0.0248838</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gamma</td>
<td>0.6598565</td>
<td>0.058523</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sigma_u2</td>
<td>0.0959754</td>
<td>0.0247825</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sigma_v2</td>
<td>0.0494728</td>
<td>0.0019572</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Number of Observations: 1430  
Number of Groups: 93  
Wald chi2: 8432.76  
Prob>Chi2: 0.000

Source: Author’s computations  
Note: *Insignificant  
**Significant at 5% significance level  
***Significant at 1% significance level

Figure 4: Mean BPR Technical Inefficiency Scores per Year  
Source: Author’s computations
Table 4: Mean BPR Technical Inefficiency Scores per District

<table>
<thead>
<tr>
<th>District Code</th>
<th>District</th>
<th>Mean Technical Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>3201</td>
<td>Bogor</td>
<td>1.528.236</td>
</tr>
<tr>
<td>3202</td>
<td>Sukabumi</td>
<td>1.891.163</td>
</tr>
<tr>
<td>3203</td>
<td>Cianjur</td>
<td>1.366.737</td>
</tr>
<tr>
<td>3204</td>
<td>Bandung</td>
<td>177.496</td>
</tr>
<tr>
<td>3205</td>
<td>Garut</td>
<td>1.530.481</td>
</tr>
<tr>
<td>3206</td>
<td>Tasikmalaya</td>
<td>151.238</td>
</tr>
<tr>
<td>3207</td>
<td>Ciamis</td>
<td>1.265.769</td>
</tr>
<tr>
<td>3208</td>
<td>Kuningan</td>
<td>14.169</td>
</tr>
<tr>
<td>3209</td>
<td>Cirebon</td>
<td>1.671.706</td>
</tr>
<tr>
<td>3210</td>
<td>Majalengka</td>
<td>166.146</td>
</tr>
<tr>
<td>3211</td>
<td>Sumedang</td>
<td>1.647.359</td>
</tr>
<tr>
<td>3212</td>
<td>Indramayu</td>
<td>1.705.676</td>
</tr>
<tr>
<td>3213</td>
<td>Subang</td>
<td>163.174</td>
</tr>
<tr>
<td>3214</td>
<td>Purwakarta</td>
<td>1.423.191</td>
</tr>
<tr>
<td>3215</td>
<td>Karawang</td>
<td>1.679.525</td>
</tr>
<tr>
<td>3216</td>
<td>Bekasi</td>
<td>1.313.936</td>
</tr>
<tr>
<td>3217</td>
<td>Bandung Barat</td>
<td>1.546.068</td>
</tr>
<tr>
<td>3271</td>
<td>Kota Bogor</td>
<td>1.616.214</td>
</tr>
<tr>
<td>3272</td>
<td>Kota Sukabumi</td>
<td>1.772.653</td>
</tr>
<tr>
<td>3273</td>
<td>Kota Bandung</td>
<td>3.427.041</td>
</tr>
<tr>
<td>3274</td>
<td>Kota Cirebon</td>
<td>2.410.416</td>
</tr>
<tr>
<td>3275</td>
<td>Kota Bekasi</td>
<td>1.865.954</td>
</tr>
<tr>
<td>3276</td>
<td>Kota Depok</td>
<td>1.710.265</td>
</tr>
<tr>
<td>3277</td>
<td>Kota Cimahi</td>
<td>1.843.906</td>
</tr>
<tr>
<td>3278</td>
<td>Kota Tasikmalaya</td>
<td>1.628.124</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1.727.747</td>
</tr>
</tbody>
</table>

Source: Author’s computations

Note: Blue highlighted district: highest value
Orange highlighted district: median value
Red highlighted district: lowest value
to BPRs in other districts. District level development indicators in Ciamis district (for example: PDRB per capita, percentage of poverty, and total bank offices) are not too well developed and also not too under-developed. But district level development indicators in Bandung City (the area with the highest inefficiency score) suggest high levels of development; this is in line with the fact that Bandung City is a cosmopolitan area.

3.2. Second Step Regression: Determinants of BPR Inefficiency Levels

Multicollinearity tests between independent variables considered in the second regression model indicates collinearity between the \( \text{HIGHERed} \) variable and \( \text{ROADSperarea} \) variable. With this in mind, the writer considers to drop one of these variables from the regression, as clearly they both represent the same indicator of district development.

After conducting the correlation analysis between BPR inefficiency scores and the specific environmental variables included in this research, three alternative regressions were conducted between BPR technical inefficiency scores (as the dependent variable) and the environmental variables considered in Table 5 (as independent variables) using the Ordinary Least Square (OLS) regression method. The first regression included all the environmental variables considered in Table 5 as independent variables within the regression. Because of the presence of multicollinearity between \( \text{HIGHERed} \) and \( \text{ROADSperarea} \), the second regression model excluded the \( \text{HIGHERed} \) variable within the regression. The third model then excluded the \( \text{ROADSperarea} \) variable within the model. Since the coefficients of the independent variables included within the regression were similar in value, the writer has chosen the best alternative model by selecting the model with the highest R-squared score and the lowest Variance - Inflating Factor (VIF) score. After analysing the regression results of all the alternative models, the writer chose the second model, which excludes the \( \text{HIGHERed} \) variable.

From Table 5, we can see that the OLS regression model is overall significant, that is, the independent variables in the regression model are able to explain the behaviour of the dependent variable. This conclusion can be drawn because the estimated prob-F value is significant (prob-F < \( \alpha \), with \( \alpha = 0.05 \)). From Table 2, we can also conclude that all six independent environmental variables that affect BPR inefficiency levels are significant. These variables are, the HHI index (\( \text{HHI} \)), the percentage of the population per district under the poverty line (\( \text{POV} \)), the percentage of labour force per district with a high school education (\( \text{SMA} \)), district income per capita (\( \text{PDRBpercapita} \)), roads per district area (\( \text{ROADSperarea} \)), and the number of bank offices per district (\( \text{BANKS} \)).

From Table 5, we can see that, when the percentage of the HHI index increases by one percent, \( \text{ceteris paribus} \), BPR technical inefficiency levels decrease by -0.0138147 percent. This conclusion supports the writer’s hypothesis that an increase in the HHI index per district decreases BPR inefficiency levels, thus indicating that BPRs in West Java generally agglomerate and concentrate their operations within districts with high population numbers. High population numbers within a district will clearly benefit the BPRs as the higher the number of population, the higher the number of potential clients. Thus operating in high density areas will clearly be more profitable for the BPRs.

We can see from Table 5 that, when the percentage of the population per district under the poverty line increases by one percent, \( \text{ceteris paribus} \), the BPR inefficiency score will increase by 0.0869164

\[ \text{HHI}_{ij}(t) = \sum_{i=1}^{n} \left( \frac{\text{BPR}_{ij}(t) - P_i(t)}{\text{BPR}_{ij}} \right)^2 \]  

(5)

With:

\( \text{BPR}_{ij}(t) \) : the total amount of BPR offices in district \( i \) at time \( t \).

\( \text{BPR}_{ij} \) : the total amount of BPR banks in the whole of West Java at time \( t \).

\( P_i(t) \) : the total amount of population in district \( i \) at time \( t \).

\( P(t) \) : the total amount of population in West Java at time \( t \).

This Hirschman-Herfindahl Index is a modified index based on the index used by Kuncoro (2009) to measure industry concentration in Indonesia. Kuncoro (2008) used data on the total amount of employment in each industry per district as opposed to the total amount of industrial outlets, in this research, the total amount of BPRs per district (Kuncoro 2008). The writer chose to use the amount of banks per district because data on the total amount of employment within the BPR system in West Java was not available. Data on the total amount of BPRs per district in West Java was taken from the Bank of Indonesia website.
### Table 5: Analysis of Variable Significance within the BPR Inefficiency Determinant Time Variant Decay Model with Total Credit as Output (Excluding the \textit{Highered} variable)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Robust Standard Error</th>
<th>p-value</th>
<th>Hypothesis sign</th>
<th>Estimation Sign</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{ln HHI}</td>
<td>-0.0138147</td>
<td>0.0034482</td>
<td>0.000***</td>
<td>-</td>
<td>-</td>
<td>Significant and estimation sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>\text{ln POP}</td>
<td>0.0636461</td>
<td>0.0157225</td>
<td>0.000***</td>
<td>+</td>
<td>+</td>
<td>Significant and estimation sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>\text{ln SMA}</td>
<td>0.1147237</td>
<td>0.0099188</td>
<td>0.000***</td>
<td>-</td>
<td>+</td>
<td>Significant but estimation sign is different with hypothesis sign.</td>
</tr>
<tr>
<td>\text{ln PDRPpercapita}</td>
<td>-0.0767335</td>
<td>0.019286</td>
<td>0.001***</td>
<td>-</td>
<td>-</td>
<td>Significant and estimation sign is the same with hypothesis sign.</td>
</tr>
<tr>
<td>\text{ln ROADperarea}</td>
<td>0.047302</td>
<td>0.005701</td>
<td>0.000***</td>
<td>-</td>
<td>+</td>
<td>Significant but estimation sign is different with hypothesis sign.</td>
</tr>
<tr>
<td>\text{ln BANKS}</td>
<td>0.0920997</td>
<td>0.0114477</td>
<td>0.000***</td>
<td>+</td>
<td></td>
<td>Significant but estimation sign is different with hypothesis sign.</td>
</tr>
<tr>
<td>C</td>
<td>1.359.547</td>
<td>0.2885174</td>
<td>0.000***</td>
<td></td>
<td></td>
<td>Significant.</td>
</tr>
</tbody>
</table>

Number of observations 1346
\text{F(6, 1189)} 47.45
\text{Prob>F} 0.0000
R-squared 0.2736
Root MSE 0.23026

Source: Author’s computations

Note: *Insignificant
**Significant at 5% significance level
***Significant at 1% significance level
percentage points. The sign if the estimated coefficient of the percentage of the population per district under the poverty line \((POV)\) variable is the same with its expected sign in the hypothesis. This supports the idea that an increase in poverty levels will increase BPR technical inefficiency. One clear effect of an increase in the poverty levels is the inability to repay loans, thus increasing BPR risks and operation costs.

We can also see that, when the percentage of labour force per district with a high school education \((SMA)\), \(ceteris paribus\), increases by one percent, the BPR technical inefficiency score will increase by 0.1086075 percentage points. Increases in the amount of the labour force with a high school level of education does not decrease BPR technical inefficiency scores, indicating the possibility that most likely, higher levels of education within the labour force are needed to support more efficient and profitable BPR activities.

The next significant variable is district income per capita \((PDRBpercapita)\). The negative coefficient of the PDRB per capita variable indicates that when there is an increase in district income growth, \(ceteris paribus\), the technical inefficiency scores of the BPRs will decrease. This supports the writer's previous hypothesis, which states that the overall level of district affluence supports more efficient BPR banking activities.

The \(ROAD\) variable, indicating total road length per district area, is also significant. The positive sign of this variable's coefficient indicates that when there is an increase in total road length per district area, \(ceteris paribus\), the technical inefficiency scores of the BPRs will increase. Even though the writer expected the \(ROAD\) variable to have a negative impact on BPR technical inefficiency scores, the reverse, positive, relationship between BPR technical inefficiency scores and the length of roads per district area could indicate that BPRs that operate in highly developed areas will be more inefficient because they face more competition. Developed areas are more likely to provide other alternative financial intermediaries to their clients. For a specific look at the effect of bank competition on BPR technical inefficiency levels, the writer analyzes the \(BANK\) variable.

The final significant variable is the total bank offices per district variable \((BANK)\). This variable represents the level of banking competition that the BPR is facing per district. The coefficient of this variable is positive, indicating that when there is an increase in total bank offices per district, \(ceteris paribus\), the cost inefficiency scores of the BPRs will increase. This supports the writer's previous idea; that BPRs which operate in highly concentrated and developed areas will tend to be more technically inefficient, most likely because they cannot compete with other intermediary institutions available in that particular area.

### 4. Conclusion

From the empirical evidence obtained through this research the following conclusions may be drawn:

1. The district with the lowest technical inefficiency score is Ciamis district (code: 3207) and the district with the highest technical inefficiency score is Bandung City (code: 3273). These results indicate that BPRs in Ciamis are relatively more efficient when compared to BPRs in other districts. District level development indicators in Ciamis district (for example: PDRB per capita, percentage of poverty, and total bank offices) are not too well developed and also not too underdeveloped. But district level development indicators in Bandung City (the area with the highest inefficiency score) suggest high levels of development; this is in line with the fact that Bandung City is a cosmopolitan area. These results are supported by the second-step regression results elaborated below.

2. All six independent environmental variables that affect BPR inefficiency levels considered in this study (the HHI index \((HHI)\), the percentage of the population per district under the poverty line \((POV)\), the percentage of labour force per district with a high school education \((SMA)\), district income per capita \((PDRBpercapita)\), roads per district area \((ROAD\)) and the number of bank offices per district \((BANK\)) are significant.

3. An increase in the HHI index per district decreases BPR inefficiency levels, thus indicating that BPRs in West Java generally agglomerate and concentrate their operations within districts with high population numbers. High population numbers within a district will clearly benefit the...
BPRs as the higher the number of population, the higher the number of potential clients. Thus operating in high density areas will clearly be more profitable for the BPRs.

4. An increase in poverty levels will increase BPR technical inefficiency. One clear effect of an increase in the poverty levels is the inability to repay loans, thus increasing BPR risks and operation costs.

5. Increases in the amount of the labour force with a high school level of education does not decrease BPR technical inefficiency scores, indicating that most likely, higher levels of education within the labour force are needed to support more efficient and profitable BPR activities.

6. The negative coefficient of the PDRB per capita variable indicates that when there is an increase in district income growth, ceteris paribus, the technical inefficiency scores of the BPRs will decrease. The overall level of district affluence supports more efficient BPR banking activities.

7. When there is an increase in total road length per district area, ceteris paribus, the technical inefficiency scores of the BPRs will increase. The relationship between BPR technical inefficiency scores and the length of roads per district area could indicate that BPRs that operate in highly developed areas will be more inefficient because they face more competition. Developed areas are more likely to provide other alternative financial intermediaries to their clients.

8. When there is an increase in total bank offices per district, ceteris paribus, the cost inefficiency scores of the BPRs will increase. This supports the conclusion in point 6 above that BPRs which operate in highly concentrated and developed areas will tend to be more technically inefficient, most likely because they cannot compete with other intermediary institutions available in that particular area.

9. Overall, it is shown that BPRs cannot operate efficiently in areas that are too poor nor in areas that are too well developed.

The following policy implication, resulting from this empirical study, need to be considered by the Indonesian government:

1. The government should lower the cost of funds for the BPRs (reflected by high interest costs) in order to boost BPR efficient levels. If BPR efficiency levels can be increased, BPRs may be able to operate in poor areas profitably.

2. The Bank of Indonesia should address the minimum collateral issue to ease the regulatory burden on the BPRs, especially for small BPRs in remote regions. Although the minimum paid up capital for BPRs already varies by location, five billion Rupiahs for the capital city, two billion Rupiahs for other big cities in Java and Bali, one billion Rupiahs for other cities outside Java and Bali, and 500 million Rupiahs for other areas (Nenova, Niang, & Ahmad 2009), it is still too high for some regions. The Bank of Indonesia needs to lower the minimal capital requirement for setting up BPRs in very poor and remote regions in order to encourage BPR owners to set up their banks. By lowering the minimum collateral requirement for setting up banks in remote areas, more banks will be able to provide financial access to isolated areas. On the other hand, by setting high collateral requirements to set up BPRs in well developed regions, only the BPRs that are able to compete will enter the market. In conclusion, variation in the minimum capital requirements to set up BPRs within regions, is of vital importance.

This research has certain limitations that need to be taken into account and that could be considered for further research:

1. The observation period, between the fourth quarter of 2006 until the third quarter of 2010, is relatively short. BPRs in West Java have been operating since the 1970s. Data dating from earlier periods would give a wider perspective on the development of BPR activities in West Java.

2. Individual BPRs that are included in this research (93 banks, resulting in 1430 observations throughout the years of analysis) are only a sample of the vast network of BPRs in West Java. Including more banks in the study would give a more detailed picture of the BPR banking industry in West Java.

3. A single output Cobb-Douglas cost function (with total credit disbursed as output) was employed to estimate and construct the stochastic efficiency frontier, with only two types of bank inputs considered (the price of labor and the price of capital). As we know, BPR outputs not only consist of total credit disbursed, but...
of many other types of services. The inputs employed within BPR production activities are also not only limited to the two measures of labour and capital costs. A more precise cost function would encompass a wider range of BPR activities.

4. Data on the amount of per bank employees was not available. Because of this the price of labour was a proxy, which was personnel expenses divided by total assets. A more precise measure of labour prices could have been used within the research if data on the number of employees had been available.
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